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Abstract. Witsenhausen’s counterexample was proposed more than four
decades ago in order to show that affine control strategies are not op-
timal for systems with non-classical information patterns. Finding the
optimal solution to Witsenhausen’s problem however remains an open
problem. Recently, the stochastic control community has re-discovered
Costa’s Dirty Paper result as a potential solution to Witsenhausen’s
problem. In this paper the similarities and differences between Witsen-
hausen’s scenario and multimedia security problems are reviewed, and
the historical evolution of the solutions to Witsenhausen’s problem com-
pared with those proposed for watermarking detection.
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1 Introduction

Control theory is a multidisciplinary field of research where Engineering, Math-
ematics and Physics interplay. The goal of control design is to modify the input
of a dynamical system (which may be thought of as a physical plant) in order to
make the system’s output follow a reference value. The combined system is com-
posed of a physical plant, and a controller (usually implemented in software),
which is the part of the system in charge of modifying the plant’s input. When-
ever randomness is involved in the system input or dynamics, stochastic control
is typically used. Please see [12] for a detailed discussion of such concepts.
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In real applications, several different controlled systems (with the correspond-
ing controllers) could co-exist. If those controllers are allowed to make decisions
without communicating between them or communicating with a centralized con-
trolling entity, the resulting problem is usually denoted Decentralized Control.
One of the most interesting cases in that scenario is that where the different
controllers observe different input signals. It is within this particular framework
that Witsenhausen proved more than four decades ago that the optimal control
strategy, even when linear systems with quadratic performance objective and
Gaussian noise are considered, can not be an affine function of the state [36].

Although the non-optimality of affine strategies has been formally proven,
Witsenhausen’s work does not establish what the optimal solution is. Indeed, this
problem has received great attention, and even today the optimal solution for
Witsenhausen’s problem remains elusive. Interestingly, in the last years Grover
et al. have pointed out links between distributed control, in particular one of the
most promising approaches to Witsenhausen’s problem, and Costa’s dirty paper
coding [21,22].

The objective of our work is to present Witsenhausen’s problem from a me-
dia security perspective. A review of the solutions proposed for this problem
are introduced and compared for the first time with those proposed for different
multimedia security applications; similarities and differences between Witsen-
hausen’s counterexample and multimedia security problems are pointed out.

The remaining of this paper is organized as follows: after briefly introduc-
ing our notation in Sect. 1.1, Witsenhausen’s problem is formally presented in
Sect. 2. Digital watermarking classical problems are reviewed in Sect. 3, and the
solutions proposed to Witsenhausen’s problem are summarized and compared
with watermarking detection strategies in Sect. 4. Then, Witsenhausen’s problem
is compared with two classical problems in multimedia security: authentication
(in Sect. 5) and reversible watermarking (in Sect. 6). Finally, the conclusions of
this work are presented in Sect. 7.

1.1 Notation

We denote scalar random variables with capital letters (e.g. X) and their out-
comes with lowercase letters (e.g. ). The same notation criterion applies to
L-dimensional random vectors and their outcomes, denoted in this case by bold
letters (e.g. X, x). The ith component of a vector X is denoted as X;. The power
of signal X is denoted by 0% £ E{X?}, being valid for any i, as the components
of the considered vectors are assumed to be i.i.d..

2 Witsenhausen’s counterexample

The general objective in stochastic control is to minimize the expected value of
a target function, for given noise distributions [12]. The most basic scenario is
based on what is referred to as the classical information pattern, which assumes
that all actions performed by the controllers are based on the same data, and
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that any data available at a given time will be also available at all later times. In
that framework, and if linear systems, quadratic objective criteria and Gaussian
noise are considered, the optimal solution was proven to be an affine function of
the system’s state.

In 1968 Hans S. Witsenhausen [36] showed by means of a counterexample,
that affine control functions are no longer optimal solutions to problems where
the information pattern is not classical. This counterexample is based on the
modification by a first controller of a variable z (which in most of his paper is
assumed to follow a Gaussian distribution) by adding a variable w. The resulting
variable y = x + w passes through a Gaussian channel; we denote by n the
realization of that Gaussian channel, and by z = y + n the output variable,
which in turn feeds into a second controller that aims to provide an estimate
7y of y based only on z with an estimation error ¢ = y — ¢. This framework
does not follow a classical information pattern, since x is known only to the first
controller, but not to the second. The proposed target function is

FE{W?} + E{Q%},

i.e., the sum of a weighted version of the variance of the signal introduced by
the first controller (that is, k2E{W?}) and the variance of the estimation error
at the second controller E{Q?} (assuming that both W and Q are zero-mean).

Witsenhausen derived the optimal affine solution, and compared its achieved
target function value with that obtained by using w = oxsign(z) — z, and
q =y — ox tanh(oxz). He was then able to show that the value of the target
function achieved by this strategy is strictly smaller than that obtained by the
optimal affine solution thus proving that affine solutions for control problems
with non-classical information patterns are no longer optimal.

Nevertheless, as Witsenhausen established in his paper, the solution proposed
as counterexample is itself far from being optimal. Since the publication of the
original paper, a large number of papers in the stochastic control field have
been published in an attempt to derive the optimal controlling strategies for
Witsenhausen’s counterexample. An optimal solution for a general framework
has not yet been found, but the proposed schemes have considerably reduced
the value of the target function resulting from Witsenhausen’s original strategy.
Some of these proposals are reviewed in the following sections, then compared
with different strategies designed for dealing with multimedia security problems.

2.1 Vector Witsenhausen’s problem

Although Witsenhausen’s original counterexample used scalar signals, Grover
and Sahai have introduced the vector version of that problem [20], where the
signal entering the first controller x is modified by the addition of a signal w,
yielding y. The observation noise n is added to y, so that the second controller
must provide an estimate of y, which we denote by y, based just on z =y + n.
Similarly to the scalar case, the target function in the vector scenario is given
by

FE{IIW]]*} + E{llQ[*}.
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Fig. 1. Block-diagram of Witsenhausen’s multidimensional problem.

As we discuss later, this extension to the multidimensional case allows for the
use of more complex coding strategies that lead to target function reduction.
A block-diagram of Witsenhausen multidimensional problem is found in Fig. 1.

3 Classical problems in digital watermarking

In digital watermarking, two major problems are typically distinguished: one-
bit watermarking (a.k.a. zero-bit watermarking, or watermark detection problem)
and multibit watermarking (a.k.a. watermark decoding problem).> In the first
problem, the receiver side tries to determine whether a given watermark, which
is a priori known, is present or not at the available signal. This then is a binary
hypothesis problem. A block-diagram of the watermark detection problem is
shown in Fig. 2. On the other hand, in the multi-bit watermarking problem the
presence of a watermark is assumed, and the objective is to determine which
message, from a finite set of possibilities, has been embedded at the transmitter
side; consequently, it is a multiple hypothesis problem.

Due to their different natures, the measures used for quantifying the good-
ness of one-bit and multi-bit watermarking are also different. For one-bit water-
marking the probability of false-positive (or false-alarm) and the probability of
false-negative (or missed-detection) are used, while in the multi-bit watermark-
ing, the probability of decoding error (or some related measure, as the Bit Error
Rate) is typically used. Considering these measures, and the imperceptibility
constraints the watermark detection and decoding problems are formalized as

TMIOW g (|[W |2} <D, P, <Peroet Py, and
MW 50 |Wi2y <, Les

respectively, where Py, stands for the false positive probability, Py, for the
false negative probability, P. for the probability of decoding error, and D, for
the maximum allowed mean embedding distortion. Note that the watermark
detection problem may be defined from its dual counterpart, i.e. by fixing a
target false negative probability and minimizing the false positive probability.

3 Other watermarking problems, such as those of steganography, authentication, or
reversible watermarking, may be regarded as subclasses where additional constraints
or modified versions of the target function are considered.
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Fig. 2. Block-diagram of watermark detection problem.
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Since the birth of digital watermarking in the late 1990’s, a large number
of different strategies have been proposed for dealing with both problems. The
significant advances achieved so far have dramatically improved the performance
of early watermarking schemes, to the point that a well-grounded theory is now
available.

Although the block-diagrams for Witsenhausen’s counterexample and the
watermark detection problem are rather similar, one wonders how deep this
similarity actually is, and what are the main differences between both problems.
The target of the next section is to explore these similarities and differences.

3.1 Similarities and differences of Witsenhausen’s counterexample
with watermark detection

Although at first, the two problems may seem completely different, the fact is
that the problems share some common traits:

— Both schemes have a non-classical information pattern. Specifically, in water-
marking detection, the embedder observes the original host signal x, while
the detector must make its decision based solely on the received attacked
signal, z. Similarly, in Witsenhausen’s counterexample, the first controller
observes x, while the second controller estimates its output based only on
the observation of z.

— Another similarity stems from the constraint on the watermark variance;
this constraint is explicit in the watermark detection problem, and implicit
in Witsenhausen’s counterexample. Indeed, in the latter case the watermark
variance (i.e., the variance of the signal introduced by the first controller)
can not be arbitrarily large, as this would increase the score of the target
function yielding a de facto non-feasible point. In other words, it is the target
function itself that constrains the considered embedding functions to use
a reduced watermark variance. This constraint on the watermark variance
will strongly influence which codes are good for transmitting the desired
information from the embedder (or the first controller) to the detector (or
the second controller).

— In both cases, the transmitted signals are sent through an additive white
Gaussian channel. As the channel noise distribution is the same in both
cases, the shape of the used codes will share some geometrical characteristics
that make them suitable for coping with such noise distribution.
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— Both scenarios deal with zero-rate problems, meaning that no additional
information, besides that used for estimating the signal produced by the
first controller or the presence of the watermark, is transmitted. This the
main reason for focusing our comparison of multimedia security and Wit-
senhausen’s counterexample on watermark detection techniques (and in the
next sections, on other zero-rate multimedia security problems). A remark-
able exception to the zero-rate nature of Witsenhausen’s counterexample can
be found in [21], where Grover and Sahai consider the use of Costa-based
schemes for conveying additional information.

— In both cases, the host signal may be interpreted as an interfering factor.
This is now obvious and widely recognized within the watermarking research
community. In fact, one of the major drawbacks of early embedding schemes
(both for detection and decoding watermarking) was the interference due to
the host signal, which made the reliable transmission of information very
hard. One of the first mechanisms devised for dealing with this problem
was to introduce the watermark in reduced-dimensionality domains, in an
attempt to improve the signal-to-noise (SNR) ratio achieved in the original
domain, but at the expense of a reduced available payload.

Similarly, in Witsenhausen’s counterexample, the larger the variance of the
host signal x, the more difficult it is for the second controller to estimate
the transmitted signal y. As a degenerate case illustrating this fact, one
may think of a zero-variance host signal; in such case both controllers could
use trivial strategies (e.g., w = 0 and y = 0) that provide a null-score of
the non-negative target function, and, consequently, an optimal solution. As
the variance of the host signal is increased, the design of suitable strategies
become harder and the target function increases.

Concerning the differences between both problems, probably the most ob-
vious is the fact that in Witsenhausen’s counterexample, an estimate of the
watermarked signal must be provided. Nevertheless, if one considers this esti-
mate as a two-step procedure (as is done in state-of-the-art schemes), where
the watermarked signal estimate is itself based on a preliminary estimate of the
codeword used at the first controller, this difference is not so distinctive as one
could initially think. Indeed, this first stage of the estimate in Witsenhausen’s
counterexample may be seen as a characteristic shared with the watermark de-
tection problem, as in both cases one is looking for the codeword used at the
embedder. In Witsenhausen’s problem however, there is only one set (codebook)
of possible codewords as opposed to the watermark decoding problem, where
there is a codebook for each possible transmitted message.

Consequently, although both problems seem to be rather different at first
sight, the fact is that strong links between them exist. These connections con-
stitute the reason why techniques used to solve each problem are quite similar.
Since the watermark detection problem is the one in multimedia security that
shares more characteristics with Witsenhausen’s scenario, in the next section
we review some of the strategies proposed in the literature for dealing with
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Witsenhausen’s counterexample, and analyze their relationship with well-known
watermark detection methods.

4 A review of existing techniques for Witsenhausen’s
problem

The first strategies proposed for minimizing Witsenhausen’s target function date
back to Witsenhausen’s original paper [36]. The first of them, is the non-optimal
affine solution. In that case, y = Az, with A an appropriate real constant. The
multidimensional version of this embedding strategy has been used for a long
time in watermarking, both for detection and decoding problems, where it is
known as Multiplicative Spread-Spectrum. For example, Barni et al. analyze in
[4] a watermarking scheme with embedding function y; = z;(1 + Ab;), both for
watermark detection and decoding, where b; the message to be hidden. This
was not the first time that such a strategy was used in a watermarking context;
Cox et al. [10] had employed it several years before, although just for multibit
watermarking.

In the counterexample given by Witsenhausen, the signal produced by the
first controller is constructed as w = oxsign(z)—x, so y = oxsign(z). The result
resembles a sign-quantization strategy. This strategy may be interpreted as an
example of the well-known Quantization Index Modulation (QIM) proposed by
Chen and Wornell [8], where only one index is used and the quantizer has only
two possible levels that are symmetrical (antipodal) about the origin. Although
this is clearly not the most general configuration of QIM, this embedding strategy
also fits within the QIM framework. Additionally, and although this strategy was
sufficient in Witsenhausen’s scenario for improving the results achieved by the
optimal affine strategy, from the watermarking perspective it has the serious
drawback of the large embedding distortion that it requires (as the watermarked
signal is binary antipodal). To the best of our knowledge, this embedding strategy
has never been used in the multimedia security field.

A non-affine strategy similar to that proposed by Witsenhausen, but with
improved performance, was put forward by Bansal and Basar [3]. In this case
w = ox+/2/msign(x) —x, but a binary antipodal quantizer is used. Furthermore,
this work proves that affine solutions may still be optimal even in non-classical
information patterns scenarios, if the target function does not depend on the
product of the control variables. Finally, they also considered a generalized con-
trol strategy to exploit the benefits from both linear and non-linear strategies,
proposing the use of w = esign(x) + \x — z.

An interesting result illustrating the hardness of the search for the optimal
solution to Witsenhausen’s counterexample is due to Papadimitriou and Tsit-
siklis [33]. The authors proved that the discretized version of Witsenhausen’s
problem is fundamentally intractable, as it is an NP-complete problem therefore
ustifying the lack of progress in the search for the optimal solution. Additionally,
they relate the complexity of the discrete problem with that of the continuous
one, proving the nonexistence of realistic algorithms for the continuous case.
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In [11] Deng and Ho used ordinal optimization to study Witsenhausen’s coun-
terexample. Specifically, they implicitly deal with the problem of the large em-
bedding distortion induced by the use of binary antipodal quantizers. By intro-
ducing multilevel quantizers, the authors were able to reduce the quantization
error, or in other words, the variance of the signal introduced by the first con-
troller. As long as the quantization levels are far enough for ensuring their correct
estimation at the detector, an increased number of quantization levels reduces
Witsenhausen’s cost.

This idea is further explored at [25] by Lee et al.. In that work the authors
study the effect of the number of quantization levels (if the quantization levels
are broken down, the first stage of Witsenhausen’s target function is reduced,
but the difficulty of estimating y at the second controller increases), the quan-
tization boundary values, and the quantized values. Even more interestingly, by
using numerical methods, they prove that by considering piecewise linear func-
tions, instead of pure step functions, the target function may be decreased. This
last result clearly links to another well-known concept in watermarking: Dis-
tortion Compensation (DC). The basic idea behind Distortion Compensation is
that by adding back a part of the quantization error to the quantized signal,
the quantization error variance (i.e., the watermark variance in the watermark-
ing application, or the variance of the signal introduced by the first controller
in Witsenhausen’s scenario) is reduced, allowing to inflate the used quantizer,
and consequently providing increased robustness against channel attacks. This
idea, which was proposed for the first time by Costa [9] in a purely information
theoretic scenario, has been exploited in the watermarking field by the DC-
QIM [8] and Scalar Costa Scheme (SCS) [13] schemes. Remarkably, this link
was overlooked in the stochastic control literature at [25] (where DC quantiza-
tion schemes were implicitly proposed for the first time in that scenario), and
later discovered by Grover and Sahai (see, for example, [21]), whose works we
will discuss below. Finally, a hierarchical search numerical method is proposed
in [25] for the computation of the parameters of the proposed scheme (number
of quantization levels, quantization boundaries, and value of the quantization
levels).

Similar results showing the convenience of using sloped step functions (or sim-
ilarly distortion-compensated quantization strategies) have also been obtained
by Baglietto et al. [2] and Li et al. [26]. Baglietto et al.’s methodology is based on
constraining the control functions to have some parameterized fixed structure,
denoted by nonlinear approximation networks; stochastic approximation is used
for solving the resulting nonlinear programming problem. On the other hand, the
approach followed by Li et al. is based on discretizing the problem and formulat-
ing it as a potential game; the authors solve it by using the learning algorithm
known as Fading Memory Joint Strategy Fictitious Play with Inertia [30].

In recent years, Grover and Sahai have published a series of interesting ar-
ticles on Witsenhausen’s counterexample, where they establish connections be-
tween this problem and open problems in communications, such as those of
the cognitive radio channel, the multiple access channel with partial state in-
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formation at the encoder, state masking [32] or Dirty Paper Coding (DPC) [9]
(although surprisingly they do not mention the links with existing data hiding
methods, as the aforementioned DC-QIM and SCS). Indeed, in [21] the authors
interpret Witsenhausen’s problem as a particular case of the wireless communica-
tion problem which they name Assisted Interference Suppression. Furthermore,
in [21] the authors also propose several solutions to Witsenhausen’s vector prob-
lem, where the most suitable alternative is chosen depending on the working-
point (defined by o% and k?):

— w = —X, so y = 0. In this case, the estimation at the second controller is
trivial, and the variance of the estimation error is null. Therefore, only the
first stage of Witsenhausen’s cost will be non-null (specifically, k?c% ). This
strategy makes sense for small values of k? and small values of 0% .

—w = 0, so y = x. This may be considered to be the counterpart of the
previous scheme, as the first stage of Witsenhausen’s target function is zero.
The estimation at the second controller will be an MMSE estimation (i.e.,
Wiener’s filter) of y given z, yielding a Witsenhausen’s cost of 0% 0% /(0% +
03;). This strategy makes sense for large values of k2.

— A randomized nonlinear controller based on the quantization of x by using a
random codebook of square radius per dimension equal to 0% —o3,. This is a
pure quantizer, in the sense that distortion compensation is not considered.
Due to its connections with the rate-distortion function, and noticing that
the cardinality of the quantizer is chosen in order to avoid decoding mistakes,
the authors name this strategy Joint Source-Channel Coding (JSCC). This
approach makes sense for small values of k? and large values of o%.

— Dirty Paper Coding based strategy [9]. Similarly to the previous scheme, a
random codebook is used, although in this case the square radius per dimen-
sion is equal to a?0% + UIQ/V, where a stands for the distortion compensation
parameter. Interestingly, the authors consider both the case where DPC is
used for conveying additional information to that about y (related to the
previously explained multi-bit watermarking problem), and the case where
the quantization aims at aiding the estimation of y. Therefore, no additional
information is transmitted, yielding a Costa’s zero-rate problem, related to
watermark detection problem. The estimation stage is based on first quan-
tizing the received signal z with the considered codebook (as done in conven-
tional DPC schemes), followed by a second stage where an MMSE estimator
is applied to estimate the self-noise at the first controller. The quantization
error at the first controller scaled by (1 — «), given the total quantization
noise at the second controller (which assuming that the codeword used at
the first controller is correctly determined, is the sum of the self-noise and
the channel AWGN). This two-step procedure reveals one of the similarities
between Witsenhausen’s counterexample and watermark detection problems
as outlined in Sect. 3.1.

— Marginal improvements are also achieved by implementing the first controller
as a two-stage process in which X is first scaled down to reduce its power,
and then DPC is applied.
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Additionally, it is important to point out that in [21] the authors show that the
performance that can be achieved by using Witsenhausen’s multidimensional
version problem, is strictly better than that achieved by using its scalar coun-
terpart, due to the advantages brought about by multidimensional codes.

Grover et al. also proposed in [19] the use of lattice-based quantization strate-
gies for performing the quantization. Their analysis is based on considering the
packing and covering radii, following an approach similar to that in [14].

Although lattice-based quantization strategies to multimedia security have
been typically used for mult-ibit watermarking, where their optimality was proven
by Erez and Zamir [15], there are also examples where they have been used for
detection purposes. One of the most relevant contributions in this direction is
due to Liu and Moulin [27], where the authors derive the error exponents of
watermarking detection both for Additive Spread Spectrum and QIM. They as-
sume that lattices are used in the QIM case and that the distortion compensation
parameter takes the value proposed by Costa [9], being the detection region a
hypershpere. Other work where quantization-based schemes were suggested for
dealing with one-bit watermarking is [34], where Pérez-Freire et al. proposed to
quantize the correlation of a series of pseudorandom-sequences and the original
host signal (i.e., the projection of x onto a pseudorandomly generated subspace)
without considering distortion compensation. Furthermore, they propose several
detection regions in order to determine if the received signal z is watermarked
or not.

Finally, we would like to mention that strategies which are not based on
quantizing the host signal were proposed in the watermarking literature for re-
ducing the host signal interference. As an example, in [6] Cannons and Moulin’s
effectively reduce the host signal interference thanks to the exploitation of a hash
of the original signal available at the detector. Given that the hash provides in-
formation about the original host signal belonging to a given subset of the signal
space, it allows to condition the probability density function (pdf) considered
by the detector.

Another strategy for reducing host signal interference not based on quanti-
zation, is the Improved Spread Spectrum technique due to Malvar and Florencio
[29], which was initially intended for decoding watermarking scenarios. In con-
trast, no control strategies similar to [6] or [29] have been suggested for dealing
with Witsenhausen’s counterexample.

5 Links between Witsenhausen’s counterexample and
authentication

Multimedia authentication methods may be basically divided into two main
categories: those that complement the digital content under analysis with an ad-
ditional authentication code used for checking the authenticity (e.g. Image Mes-
sages Authentication Codes [37], Approximate Message Authentication Codes
[18], or Noise Tolerant Message Authentication Code [5]), and those that em-
bed the information required for checking whether the considered contents is a
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fake or not, in the content itself by using watermarking techniques. As we are
interested in the comparison with Witsenhausen’s counterexample, we focus in
this work on the second category. For those methods, and similarly to zero-bit
watermarking, the authentication problem is a binary hypothesis test, where the
binary decision tries to determine if a given content was modified or not. In any
case, as long as the authenticating methods are based on estimating the code-
word used at the embedder, most of the similarities pointed to above between
Witsenhausen’s counterexample and watermark detection still hold.

These similarities are even more pronounced for some particular authenti-
cation methods, such as the one due to Martinian et al. [31]. In that work,
the authentication process is split into two steps: first, the codeword used at
the embedder is estimated, and then a reconstruction of the original host sig-
nal is produced. This estimate of the original host signal x (instead of y, as
in Witsenhausen’s counterexample) is required to be free from the effects of
any modifications by the editor, so it will be effectively defined by the encoder.
Furthermore, the set of possible modifications on the watermarked signal y is
constrained to verify a so-called reference channel model. For the case of Gaus-
sian host and channel and quadratic distortion measures, Martinian et al. use
a Gaussian random codebook for quantizing the original host signal, including
distortion compensation.

A scheme conceptually similar to that in [31], but without the final estimation
stage, was proposed by Fei et al. [16]. There, the authors define the admissible
set, a deterministic set that characterizes the legitimate modifications that an
authenticated signal may be subjected to in order to be considered authentic,
similarly to the reference channel in [31]. Additionally, Fei et al.’s scheme is also
based on the quantization of the original host signal, although in this case the
use of distortion compensation is not considered, and lattice-based quantization
instead of random quantization is used. This difference raises a security problem
since a periodic structure, such that of the lattice, should not be used for de-
termining the authenticity of a content, since as soon as an attacker has access
to any authenticated object he/she could produce as many falsely authenticated
contents as he/she wishes. This of course is not the case for random-coding based
schemes, where the observation of a centroid does not supply any information
about the rest of the codewords in the considered . On the other hand, this
lack of structure renders random-coding-based schemes difficult to implement
in practice. The solution proposed by Fei et al. relies on two nested lattices,
where the coarse lattice is actually used for quantizing the original host signal,
and in a second stage a point of the fine lattice within the Voronoi region of
the chosen coarse-lattice centroid is pseudo-randomly selected depending on a
secret key and the coarse-lattice centroid itself. In doing so, the security of the
resulting scheme can be increased, in the sense that an attacker observing other
watermarked contents but who is not aware of the secret key, could not produce
a falsely authenticated content.

Interestingly, both embedding authentication methods just reviewed reveal
a subtle similarity and a inherent difference between Witsenhausen’s scenario
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and authentication applications. On one hand, Witsenhausen’s solutions can be
seen to include a reference channel. This is the case for example, for DPC-based
techniques where the distortion compensation parameter value is determined by
considering a certain channel distribution (AWGN) and a given noise variance.
If the actual channel at the output of the first controller were different, then
estimation errors could arise; for example, if the variance of the AWGN were un-
derestimated when computing the distortion compensation parameter, the total
noise variance might be larger than the maximum allowed one for guaranteeing
an error-free decoding. On the other hand, one does not need to take into ac-
count the security constraints in Witsenhausen’s counterexample, as an attacker
does not exist in that framework.

6 Links between Witsenhausen’s counterexample and
reversible watermarking

Since reversible watermarking also aims to estimate a signal which is not known
at the receiver side, one may think that this is a multimedia security problems
that is more similar to Witsenhausen’s problem. Nevertheless, several character-
istics of reversible watermarking, and especially of the scenarios where its use
was proposed, give rise to some important differences:

— All reversible watermarking schemes we surveyed are mult-ibit. This proba-
bly owes to the applications reversible watermarking was designed for, e.g.
medical or military images [17], in contrast to copyright applications, where
watermark detection is typically used.

— Similarly to [31], in reversible watermarking the decoder tries to estimate
the original host signal x, instead of the watermarked signal y (as is the case
in Witsenhausen’s problem).

— All studied reversible watermarking schemes consider a discrete host alpha-
bet, in contrast to Witsenhausen’s Gaussian-distributed z. This is not a
trivial difference, as it will strongly determine the feasible solutions in each
case.

— Most of the studied reversible watermarking schemes do not consider that
the watermarked content could be further corrupted by noise, i.e. they as-
sume that n = 0. Again, this assumption may make sense in most reversible
watermarking applications. One exception to this lack of channel noise con-
sideration is found in [17], although it is studied just from a empirical point
of view.

— Most of the studied schemes are constrained to provide perfect estimates of
the host signal, i.e. X = X. Remarkably, this is not the case in [35], where a
non-null distortion between the host signal and its estimate is considered.

— Most of the studied schemes are based on performing a lossless coding of
the Least Significative Bits (or of some kind of prediction error) and use the
remaining room for sending the additional data (e.g. [17], [1], [24]). Never-
theless, this strategy was proven to be non-optimal [23].
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Fig. 3. Typical block-diagram of reversible watermarking,.

Concerning the similarities, some reversible watermarking schemes using
quantization methods exist (e.g. [7]), although this is not the most general ap-
proach to this problem. Additionally, embedding distortion constraints are typi-
cally considered. Concerning this last point, although at first sight it could seem
to be obvious, note that given that the target is just the estimation of the original
host signal at the decoder, the watermarked signal may be arbitrarily far from
the original host. Indeed, methods where the distortion embedding constraint is
not considered due to this fact have been proposed [28].

A typical block-diagram of reversible watermarking illustrating some of the
characteristics mentioned above can be found in Fig. 3.

7 Conclusions

Similarities and differences between multimedia security problems and Witsen-
hausen’s counterexample have been revealed. Although the definitions and appli-
cation domains of these problems are intrinsically different, the similarities we
have spotted (especially for authentication and watermark detection) explain
why similar solutions had been independently proposed for both problems.

One of the main conclusions one can derive from this comparison is the fact
that dirty paper coding is suitable for reducing the host interference (or state
interference in control) in a range of scenarios much wider than the one initially
proposed by Costa. This fact seems to encourage the use of dirty paper based
techniques for multimedia security applications where it has not been used so
far, as for example reversible watermarking, robust hashing or active forensics.
Although it could well be the case that DPC were not optimal in those scenarios,
as it is the case in Witsenhausen’s counterexample, if the gain with respect
to conventional approaches were as large as for Witsenhausen’s problem, DPC
would be worth considering.
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