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In this report, we provide an expression for the overall MSE &7 of the best
linear estimator of P, described in [1], under the following conditions:

1. The number of rounds observed by the adversary goes to infinity (p — 00)
and it is much larger than the number of users in the system (p > N).

2. The input processes are i.i.d. as a Poisson distribution, i.e., X] ~ P(u()).

3. The average number of messages sent each round by all the users is much
larger than one, i.e., SN | (i) > 1.

The expression we obtain only depends on the delay characteristic d = [dy, dy, - - -
through the following parameters:

M= Zd% (1)
%

2 = Z (Z drdr+k> (2)
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V3 = Z dz. (3)
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After obtaining an expression for &, we prove that the MSE grows with
1/41 when the “sharpness” of each sender, defined as v; = Z;Vil pii for sender
i, is almost zero, i.e., v; = 0, for all 4 € {1,--- ,N}. We also prove that the
overall MSE grows with (1 — 72)/7% when v; ~ 1 for all i.

1 Theoretical expression for 7.
From [1], we get that
¢r =E{Tr {MX'D"DX)'X"D"SnxDX(X"D'DX)'M}}, (4)

where
Snpx = diag {DX1y} — D - diag {Xv} - D”. (5)
We define R, = %XTDTDX and Ryy, = %XTDTEMXDX, and note that

(4) can be written as &7 = E{Tr {MR,}R,,,R;;M}}. The entries of Ry,
and Ry, are sample averages over p, and therefore as p grows they get closer to
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their expected value. Using that the the input samples in X are i.i.d. Poissonian
with rates p = [1u(1), -+, u(N)]T, we can compute

R, = pp” + 71 - diag {p} . (6)

On the other hand, we can expand R, as
1 1

Ry = ~X'D"diag {DX1y} DX — -X"D”Ddiag {Xv} D'DX.  (7)
P p

Let R}, and R}, be the first and second summands of this expression, re-

spectively. These summands can be written, when p — oo, as

N N
R, = pup" <271 + Zu(@) + diag { e} <73 +m - Zu@) . (8)

i=1

and

N
R, = "> plivi+y - [(mov)u” + p(pov)’]
= (9)
N
+ - diag{p} Y pli)vi + 97 - diag {pov} .
i=1
where o is the entry-wise or Hadamard product.

In order to compute &7, we need an expression for Rl Using the Sherman-
Morrison formula in (6), we can write

R, = kS diag {p} " — % : (10)
ga! Y+ Zi:1 N(Z)

We then use our assumption Zf\il () > 1 and the fact that 1 > 77 to approx-

imate 1 + va L p(d) = va 1 (%) in this expression.
Finally, we perform the matrix multiplications to obtain MR 1RMIR M
and compute its trace to obtain a closed-form expression for £7:
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We study now the dependence of & on the delay characteristic when v; ~ 0 and
v; &= 1. Note that, regardless of the value of v;, the second term in (11) does
not depend on the delay characteristic, so we can disregard it when studying
how to design the delay characteristic to increase the MSE.



2 Dependence of {7 on the delay characteristic

2.1 First scenario (v; =~ 0).
In this case, we can write

N N

N N
> (i) =2 > (i) + s %vl-Zu(i) tys Ry Y (), (12)

=1 =1 =1

where the first step comes from v; ~ 0 and the second one from 73 < 1 and
Zi]\il p(i) > 1. Since the second term of (11) can be disregarded when v; ~ 0,

we have
> uli)- [Z i) - M] . (13)
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TR — - — - N .
P = i—1 > iy 1(2)

Then, the overall MSE of the adversary is proportional to 1/7;, and therefore
in order to increase {7 we must increase 1/7;.

2.2 Second scenario (v; =~ 1).
Here, by evaluating v; =~ 1 and using the same approximations above, we get

N
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L i=1 > i1 H()

We can see that, in order to increase 7, we must increase (v, — 2)/v3.
This concludes the proof.
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