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Abstract—This work explores the contribution of Non-Orthogonal Multiple Access (NOMA) signalling to improve some relevant metrics of a multibeam satellite downlink. Users are paired to exploit Signal-to-Noise Ratio (SNR) imbalances coming from the coexistence of different types of terminals, and they can be flexibly allocated to the beams, thus relaxing the cell boundaries of the satellite footprint. Different practical considerations are accommodated, such as a spatially non-uniform traffic demand, non-linear amplification effects, and the use of the DVB-S2X air interface. Results show how higher traffic volumes can be channelized by the satellite, thanks to the additional bit rates which are generated for the strong users under the superposition of signals, with carefully designed power levels for DVB-S2X modulation and coding schemes in the presence of non-linear impairments.

I. INTRODUCTION

Very promising non-orthogonal transmission schemes with interference cancellation at the receivers have appeared in the last decade, with high potential to exploit multi-user interference. This is the case of the so-called non-orthogonal multiple access (NOMA) scheme, presented in [1] and, in particular, its power domain version, PD-NOMA, which is known to be information theoretically optimal in the sense that it maximizes the achievable rate region for single-antenna transceivers [2]. The ultimate goal is to improve the performance of conventional orthogonal multiple access (OMA), such as FDMA or TDMA. In fact, the growth of the achievable rate region of NOMA with respect to OMA increases with the gap in the received Signal-to-Noise Ratio (SNR) among users. In the case of satellite scenarios, the application of NOMA has been discussed in several works under different assumptions, see, e.g., [3], [4], or [5], among others, and also the use of more general techniques such as Rate Splitting, more appropriate when several antennas can collaborate to serve several users under the linear precoding of the different transmit symbols [6], [7].

Taking into account that PD-NOMA can play a major role when serving several users with the same antenna, in particular if the channel quality varies significantly across users, we address a satellite system scenario with a frequency reuse scheme such that the co-channel interference is very low. A heterogeneous population of user terminals with a large imbalance in the link quality is expected, as occurs when satellite resources are shared between large antenna fixed ground terminals and small antenna mobile platforms such as aircrafts. Single-antenna receivers are considered, with an arbitrary traffic demand across beams. The use of NOMA in DVB-S2X is evaluated for the forward link at the system level, using a new specific superframe profile, first presented in [3]. The exchange of resources across beams is also explored, in an effort to exploit NOMA to provide additional flexibility to resource allocation; under this beam-free approach, users can be paired across beam boundaries and served with NOMA, so traffic asymmetry in different beams can be leveraged to reap some benefits from a system perspective. This is expected to add on top of the advantages provided by NOMA when serving users with strong asymmetries in received SNR, due to the use of different front-ends. For completeness, non-linear impairments from the power amplification are also considered in the analysis, as they are expected to degrade the NOMA performance. In this paper, we will show how the operation point of the power amplifier should be jointly designed with NOMA power allocation to harness the potential NOMA improvement.

The rest of the paper is organized as follows. Section II presents the satellite system model. Next, the pairing of users and power allocation is addressed in Section III, whereas the effect of non-linearities is discussed in Section IV. Numerical results and conclusions are presented in Sections V and VI, respectively.

II. SYSTEM MODEL

We consider a multibeam satellite system with $M$ beams and $K$ users across the coverage, with $K > M$. Conventional four-color frequency reuse across the beams is assumed, with the duration of the time-frequency resource slots equal to $V$. To evaluate the potential of the free scheduling of the users to the beams, we simplify the resource allocation process, and assume all available bandwidth $W$ per beam is allocated to a single carrier. Consequently, the number of beams in the coverage sets the available frequency slots. The objective is to
carefully assign the users to the beam slots to optimize a given system metric in both OMA and NOMA cases, as showcased in Figure 1. The flexibility in the resource assignment is such that users can be freely served by any beam in the coverage. The received power from non-dominant beams is exploited, for example, by precoding schemes [8], [9], or to resource allocation entails the user scheduling in both time and frequency dimensions, together with the optimization of the user rates. Finally, two terminals classes coexist on the satellite footprint, namely, strong and weak receivers, which have different front-ends1, which give rise to a Signal-to-Interference and Noise Ratio (SINR) imbalance between them. In the case of NOMA, only two users will be served by each carrier at a given time instant, with Successive Interference Cancellation (SIC) performed only at the stronger receiver.

Fig. 1: Example of the flexible resource assignment. Each box displays the user indexes which are served by the corresponding beam.

We consider the application of the DVB-S2X standard. In the case of PD-NOMA, we employ the super-frame (SF) which is proposed in [3]. Under this SF profile, the generation of the corresponding NOMA-PLFRAME payload is depicted in Fig. 2, where the symbols of the combined DVB-S2X XFECFRAMEs (complex symbol frames) are aligned2 and summed after being allocated a fraction of the total transmit power.

Furthermore, a non-linear power amplifier (PA) is considered for the evaluation of the spectral efficiency. For that purpose, let SINR\textsuperscript{\text{om}}\textsuperscript{\text{m}} denote the equivalent SINR of the q-th user when served by the n-th beam in a linear channel with the same PA output power as the saturation power P\text{sat} in the non-linear case. With this notation, the corresponding achievable rates when the k-th and p-th users are allocated to the m-th beam in an orthogonal case can be written as

\[ r_k^m = W \cdot \lambda_k^m \cdot \Pi(\text{SINR}_k^m, \text{IBO}), \]
\[ r_p^m = W \cdot (1 - \lambda_p^m) \cdot \Pi(\text{SINR}_p^m, \text{IBO}), \]

where W is the beam bandwidth, IBO is the Input Back-Off of the PA, \Pi is a mapping function for the DVB-S2X MODCODs, \lambda_k^m and 1-\lambda_p^m denote the slot time fraction to serve the k-th and the p-th users, respectively. Note that both SINR\textsuperscript{\text{om}}\textsuperscript{\text{m}} and IBO set the received power at the user terminal with a non-linear PA. In the case of NOMA, the rates are given by

\[ \{r_k^m, r_p^m\} = W \cdot \Pi(\text{SINR}_k^m, \text{SINR}_k^m, \text{IBO}, \lambda_k^m) \]

where \Pi is a mapping function for the NOMA case that provides both the weak and strong spectral efficiencies with the DVB-S2X MODCODs, SINR\textsuperscript{\text{om}}\textsuperscript{\text{m}} > SINR\textsuperscript{\text{om}}\textsuperscript{\text{p}}, and \lambda_k^m denotes the power fraction allocated to the k-th user.

As a remark, let us mention that the allocation of a time-frequency resource provided by a given beam to an arbitrary user has practical limitations, since the user can be located so far away that the radiated power by the beam is not significant. We will exploit this to simplify the search for the optimal mapping between users and beams, with those on the first ring surrounding a central beam as potential candidates to serve the users located on the footprint of this central beam. For notation purposes, we define \( S^m \) as the set of users which can be served by the m-th beam, with size \( |S^m| \).

A. Problem formulation

With a fair sharing of resources in mind, we select proportional fair scheduling (PFS) to drive the resource allocation process with the beam free approach as in [11]; the PFS maximizes the geometric mean of the rates in the long run [12]. Under this policy, the long-term averaged rate of the user k with PFS is computed as

\[ R_k(t + 1) = (1 - \frac{1}{t_c}) r_k(t) + \frac{1}{t_c} r_k(t). \]

The instantaneous rate of the k-th user at time index t, \( r_k(t) \), can be written as a function of the achievable rate by user k at time index t when served by the m-th beam, \( r_k^m(t) \):

\[ r_k(t) = \sum_{m=1}^{M} u_k^m(t)r_k^m(t) \]

where \( u_k^m(t) \) is a binary scheduling variable that is equal to 1 when the m-th beam serves the k-th user at time index t. With this notation, the PFS system metric for a given time slot can be reformulated as a weighted sum-rate (WSR) problem and expressed as

\[ F(t) = \sum_{k=1}^{K} \frac{r_k(t)}{R_k(t)} \leq \sum_{k=1}^{K} w_k(t)r_k(t) \]

where \( \{w_k(t)\} \) are the weights of the WSR problem, which are inversely proportional to the long-term rates. If the time

---

1 For instance, due to different antenna sizes, or amplifiers with different noise figures.
2 The superposition of strong and weak frames with possibly different modulations imposes some constraints on the combinations that can be accommodated, due to the different PLFRAME duration.
index is dropped to keep the notation simple, the resulting weighted sum-rate problem for the resource allocation can be expressed as

\[
\max_{\lambda_{kp}} \sum_{m=1}^{K} \sum_{k \in S^m} \sum_{p \in S^m} u_{kp}^m (w_k r_k^m + w_p r_p^m) \quad (7)
\]

s. to \( u_{kp}^m \in \{0, 1\} \) \( k, p \in S^m \)

\( A1: \sum_{m=1}^{K} \sum_{k \in S^m} u_{kp}^m = 1, \forall p, m \)

\( A2: \sum_{m=1}^{K} \sum_{p \in S^m} u_{kp}^m = 1, \forall k, m \)

\( A3: \sum_{k \in S^m} \sum_{p \in S^m} u_{kp}^m = 1, \forall m \)

where \( u_{kp}^m \) is a scheduling variable that is active when both \( k \)-th and \( p \)-th users are paired and assigned to the \( m \)-th beam. The constraints \( A1, A2 \) and \( A3 \) ensure that users can only be served by one beam at a time, and each beam can only serve two users in a given time slot. The user scheduling \( u_{kp}^m \), together with the rates \( r_k^m \) and \( r_p^m \), will be driven by the maximization of WSR. Interestingly, the power per feed constraint allows us to decouple the problem in (7), and focus on the maximization of the user rates in each beam. For a given pair of users served by the \( m \)-th beam, we can solve the following optimization problem

\[
\max_{\lambda_{kp}} f(\lambda_{kp}^m) = w_k r_k^m + w_p r_p^m \quad (8)
\]

s. to \( 0 \leq \lambda_{kp}^m \leq 1, \forall k, p \in S^m \)

where the allocated fraction of resources \( \lambda_{kp}^m \) in either time (OMA) or power (NOMA), is omitted in the user rate description to keep the notation simple. With this, the optimization follows different paths for both OMA and NOMA, as detailed next:

- **OMA.**

In the OMA case, the function \( f(\lambda_{kp}^m) \) in (8) is monotonic with \( \lambda_{kp}^m \). Therefore, one of the users will take the whole slot. With this, problem (7) boils down to a matching problem, which is expressed as

\[
\max_{u_k} \sum_{m=1}^{K} \sum_{k \in S^m} u_k^m w_k r_k^m \quad (9)
\]

s. to \( u_k^m \in \{0, 1\} \) \( \forall k, m \)

\( A1: \sum_{m=1}^{K} u_k^m = 1, \forall k \)

\( A2: \sum_{k \in S^m} u_k^m = 1, \forall m. \)

\( A1 \) and \( A2 \) ensure that a carrier beam is only allocated to one user at a time. The matching problem can be optimally solved by the Hungarian algorithm [13].

- **NOMA.** In the case of NOMA, the rates of the user pairs are obtained by selecting the best pair of DVB-S2X MODCODs which optimize (8). On the other hand, the optimal user scheduling requires an exhaustive search exploring all possible solutions. As a practical implementation, an ad-hoc algorithm is presented in the next section.

### III. Resource Allocation Algorithm for PD-NOMA

Since the maximization of the weighted sum-rate with NOMA signalling is known to be NP-hard [14], a heuristic algorithm has been developed to avoid an exhaustive search. This algorithm is inspired by many-to-one matching theory [14], [15] and is outlined below. First, let be \( C^m \) a set of user indexes which indicates the candidates served by the \( m \)-th beam. This set will be labelled as a candidate set, and satisfies \( C^m \subseteq S^m \). Under this notation, the weighted sum-rate of the candidates selected by the \( m \)-th beam can be expressed as \( WSR(C^m) \). Then, the overall weighted sum-rate of the system can be expressed as

\[
U = \sum_{m=1}^{K} WSR(C^m). \quad (10)
\]

Furthermore, we consider single-carrier terminals, so that users can only be served by one beam at a time. To indicate this situation, we state a user conflict when two candidate sets intersect and aim to serve to the same user or group of users.

This algorithm was included in the PhD thesis of the co-author Tomás Ramírez, and reproduced here for completeness.
For example, two candidate sets $C^m$ and $C^p$ present a user conflict if $A^{m,p} = C^m \cap C^p$ and $|A^{m,p}| \geq 1$, with $A^{m,p}$ the set of user indexes from the user conflict. Thus, maximization of the metric in (10) consists of finding the adequate sets $C^m$ without any user conflict. With this, the heuristic algorithm is split into two phases:

- **Initialization phase**: The algorithm starts by obtaining all possible pairs in $S^m$ and maximizing the associated metric rate in (8), by selecting the best possible pair of DVB-S2X MODCODs. As a result of this initial phase, the results of pair-combination and weighted sum-rate are stored, and the highest WSR for each beam is attached to the corresponding candidate set $C^m$.

- **Candidature approval phase**: If the proposed candidates $\{C^m\}$ from the initialization phase do not pose any user conflict, then an optimal solution is achieved since each beam serves its best candidates. In general, guaranteeing the optimal solution is prohibitively expensive in terms of computational complexity. As a consequence, we resort to an ad-hoc algorithm with affordable cost, and without optimality guarantees, although the achieved solutions have been tested to be quite effective. In case of conflict, alternative candidate sets must be proposed, with the algorithm addressing two user candidate sets at a time. As a side effect, loops can appear in the algorithm, and further elaboration is needed. The detailed algorithm is presented in the Appendix.

**IV. NON-LINEAR DISTORTION**

Due to limited available power in the satellite payload, the satellite channel usually presents a non-linear behavior due to distortion created by the power amplifiers (PA). This is due to the need of operating close to saturation to achieve acceptable onboard power efficiency. As the Input Back Off (IBO) reduces the non-linear distortion of the amplifier, we need to find a middle-ground between onboard power efficiency and non-linear distortion.

Non-linear effects are expected to be more detrimental for signals with higher dynamic range, which makes of special relevance to address their impact on PD-NOMA as the addition of two signals, in our case belonging to the family of DVB-S2X MODCODs. To this end, physical layer simulations have been performed for a hard-limiter TWTA model as in the DVB-S2X standard. This model, shown in Fig. 3, presents a linear region where the output back-off (OBO) equals the IBO values until the output power saturates.

The induced level of distortion is set by the PA operation point, through both $P_{\text{SAT}}$ and IBO, and the Peak to Average Power Ratio (PAPR) of the input signal. In the case of super-imposed signals, the latter depends on the power allocation as presented in Fig 4. It is clear that the non-linear degradation, as an increasing function of PAPR, will vary with the relative contribution of each message to the NOMA signal.

Furthermore, each layer of the super-imposed signal can be affected differently by the non-linear distortion. For instance, let us consider the reception of a NOMA signal, QPSK-modulated at each layer, under a linear and non-linear channel; the noiseless received signals are presented for both linear and non-linear PA at a strong receiver in Figure 5. By measuring the average Error Vector Magnitude (EVM) of the received signal with respect to an ideal reception for the different messages, we can observe the different degradation in each layer. In the case of the weak message, we obtain $-5.6$ dB for the linear case and $-6.2$ dB for the non-linear case. Note that the EVM is not null in the linear case, even in the absence of white noise, since the strong message is treated as additional noise. If the weak message is successfully suppressed in both linear and non-linear cases, the average EVM for the linear case becomes zero, whereas the non-linear cases provide an average EVM of $-15.5$ dB, since the non-linear components are not suppressed by the SIC process. As a consequence, the power allocation $\lambda$ in (9) must also be adjusted to compensate for the different signal degradation in each layer.

A general procedure for the selection of the PA operation point, i.e., saturation power and IBO, is to minimize the required saturation power that results in successful demodulation of a selected MODCOD in the non-linear channel [17]. In
addition, for the PD-NOMA case, the power allocation \( \lambda \) also needs to be considered. Now, the goal is the joint selection of the PA operation point and power allocation \( \lambda \) to ensure a target frame error rate (FER) for both layered modulations. To this end, let \( \Delta \) be the ratio between the required saturation power \( P_{\text{Sat}} \) in the non-linear channel and the transmission power \( P_{\text{Linear}} \) in a linear channel to achieve the target FER:

\[
\Delta = P_{\text{Sat}} - P_{\text{Linear}} \quad (\text{dB}).
\]

Under this metric, the iterative method presented in Algorithm 1 describes the selection of the PA operation point and the power allocation \( \lambda \). For illustration purposes, an example is depicted in Figure 6. Note that we can find an optimal \( \lambda \) that minimizes the required transmitted power. For high IBO values the non-linear distortion is negligible, and additional transmit power is needed to compensate for the SNR loss. As we move closer to saturation, the non-linear distortion grows, so that additional power is also required to compensate for the non-linear degradation. The physical layer simulations under this iterative approach have been performed with ideal time, frequency synchronization and SINR estimation. Although the non-linear effects could be reduced with the SIC process [18], only the linear components are suppressed and non-linear components are left as cancellation residue. Exhaustive simulations have been performed to minimize the required saturation power for different combinations of DVB-S2x MODCODs. An operation point is considered to be valid when the NOMA FECFRAME error is equal to or below \( 10^{-3} \) on average. As evidence of the practical relevance of the described method, the growth of the NOMA rate region from the optimization of the power coefficient is presented in Fig. 7, as an example making use of DVB-S2x MODCODs. As we can observe, the joint optimization of IBO and power allocation \( \lambda \) can extend the achievable rates for the strong and weak users in the NOMA operation and increase the improvement over OMA.

Algorithm 1 Joint optimization of PA operation point and power allocation \( \lambda \).

**Input:** Strong Message MODCOD, Weak Message MODCOD, Target FER, \( P_{\text{Linear}} \), initial Input-Back Off value \( IBO^0 \), IBO search step \( \mu_{IBO} \).

**Output:** Saturation power \( P_{\text{Sat}} \), Input-Back Off IBO, power allocation \( \lambda \).

1. Set input-back off to IBO
2. Obtain values of \( P_{\text{Sat}} \) and \( \lambda^0 \) to achieve the Target FER for both selected MODCODs.
3. Measure the additional power due to the non-linear degradation:
   \[ \Delta^0 = P_{\text{Sat}}^0 - P_{\text{Linear}} \quad \text{dB} \]
4. \( i = 1 \).
5. **repeat**
   6. Obtain values of \( P_{\text{Sat}}^i \) and \( \lambda^i \) to achieve the Target FER for both selected MODCODs.
   7. Measure the additional power due to the non-linear degradation:
   \[ \Delta^i = P_{\text{Sat}}^i - P_{\text{Linear}} \quad \text{dB} \]
   8. \( i = i + 1 \).
   9. Update the IBO value by a step \( \mu_{IBO} \):
      \[ IBO^i = IBO^{i-1} - \mu_{IBO} \]
   10. **until** \( \Delta^{i-1} < \Delta^i \)
   11. \( P_{\text{Sat}} \leftarrow P_{\text{Sat}}^i \)
   12. \( IBO \leftarrow IBO^i \)
   13. \( \lambda \leftarrow \lambda^i \)

V. NUMERICAL RESULTS

The beam-free approach for both NOMA and OMA has been tested in a satellite scenario, with an antenna radiation pattern covering Europe with 200 beams, provided by the European Space Agency (ESA) [19]. To keep the complexity of the simulations manageable, a set of \( M = 16 \) beams at the center of the coverage is selected to serve \( K = 320 \) users. For simplicity, we assume the same statistical distribution of strong and weak users across the beams. To model the user distribution, we resort to the Dirichlet distribution \( \text{Dir}(K, \alpha) \), with \( \alpha = [\alpha_1, \ldots, \alpha_M] \); the \( \alpha_i \) parameters are chosen to shape the traffic demand across cells. In particular, we set \( \alpha_i = 1, i = 1, \ldots, K \) so that we explore an homogeneous case where every possible distribution of users among beams

\footnote{The magnitude of the FECFRAME error has been selected to limit the simulation duration.}
TABLE I: System parameters.

<table>
<thead>
<tr>
<th>Satellite forward link</th>
<th>Diagram pattern</th>
<th>Provided by ESA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feed synchronisation</td>
<td>Perfect synchronisation</td>
<td></td>
</tr>
<tr>
<td>Number of beams</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Number of feeds</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>Frequency band [GHz]</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Total Bandwidth [MHz]</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>Beam Bandwidth [MHz]</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>EIRP/beam</td>
<td>68 dBW</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fading</th>
<th>Atmospheric losses</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Common Receiver Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver cloud noise temperature</td>
</tr>
<tr>
<td>Receiver terminal noise temperature</td>
</tr>
<tr>
<td>Receiver ground noise temperature</td>
</tr>
<tr>
<td>LNB Noise Figure</td>
</tr>
</tbody>
</table>

| Interference cancellation | Ideal cancellation |

<table>
<thead>
<tr>
<th>Strong Receiver Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiver antenna efficiency</td>
</tr>
<tr>
<td>Receiver antenna diameter</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weak Receiver Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antenna gain gap to the strong receiver</td>
</tr>
</tbody>
</table>

Table II: Average rate improvements of NOMA over OMA for weak and strong users.

<table>
<thead>
<tr>
<th>Case</th>
<th>Geo.mean</th>
<th>Sum-Rate</th>
<th>Min.Rate</th>
<th>Geo.mean</th>
<th>Sum-Rate</th>
<th>Min.Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>L = 0.1</td>
<td>-0.24 %</td>
<td>-0.10 %</td>
<td>-2.32 %</td>
<td>26.83 %</td>
<td>27.35 %</td>
<td>30.99 %</td>
</tr>
<tr>
<td>L = 1</td>
<td>-0.50 %</td>
<td>-0.30 %</td>
<td>-4.10 %</td>
<td>27.26 %</td>
<td>28.45 %</td>
<td>29.14 %</td>
</tr>
<tr>
<td>L = 3</td>
<td>-0.91 %</td>
<td>-0.17 %</td>
<td>-6.01 %</td>
<td>27.62 %</td>
<td>28.86 %</td>
<td>27.72 %</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

System level studies were presented for a multibeam scenario with different traffic demand patterns, where two different types of terminals coexisted, with a significant power imbalance in their respective link qualities. The potential gains of NOMA with respect to more conventional orthogonal allocation schemes were evaluated, after considering the use of specific DVB-S2X MODCODs, along with the impact of non-linearities, for which super-imposed signals are specially sensitive. The fair allocation of resources to the different

Fig. 6: Degradation due to non-linear operation with respect to IBO. MODCODs: QPSK 2/5 (weak), QPSK 5/6 (strong). SNR gap = 8 dB. FER = 10^{-3}.

Fig. 7: NOMA rate region without (red) / with (green) joint optimization of the PA operation point and power allocation \( \lambda \). SINR = 17 dB for the strong user, and 10 dB power imbalance.

\[ \bar{r}_k = \frac{1}{V} \sum_{t=1}^{V} r_k(t), \]  

where the variable \( r_k(t) \) keeps track of the \( k \)-th user rate at the time slot \( t \). From the results, NOMA clearly outperforms OMA in both geometric mean and sum-rate in Fig. 8. On the other side, Figs. 10 and 11 reveal that the NOMA gain applies mainly to strong users, for which the overall improvement on the average rate is around 30\% (see Table II). Additionally, higher gains appear for higher \( L \) values, with more noticeable presence of strong users. There is a minor penalization for those weak users with lower rates, although the performance is quite aligned according to Fig. 11. With PD-NOMA, strong users can be served more frequently thanks to the non-orthogonal access, with a minimum impact to the service of weak users.

The overall system improvements of NOMA over OMA are presented for different ratios of strong and weak user per beam \( L \) in Fig. 8. Cumulative distribution functions of the total, strong and weak user rates, are also displayed in Figs. 9, 10 and 11, respectively. These average rates are computed in each Monte-Carlo simulation, and measured as
users across time was also embedded into the study. It was concluded that the power allocation in NOMA needs to be carefully optimized jointly with the input back-off of the power amplifiers to yield rate gains close to 30% for the strong users, while keeping similar overall rates for the weak users. Thus, NOMA appears as a candidate scheme to increase the provided throughput of a multibeam satellite, provided that at least the strong users are able to apply a SIC step.
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APPENDIX

A. User selection and pairing: conflict resolution

Let $C^m$ and $C^p$ be two candidate sets that present a user conflict, with the users in conflict represented by a set $A^{m,p}$. Furthermore, let us define $V^m$ and $V^p$ as alternative candidates that avoid any user conflict with $V^m \cap P^m \cap A^{m,p} = \emptyset$ and $V^p \cap P^p \cap A^{m,p} = \emptyset$. Here, $P^m$ and $P^p$ are a counter-measures to prevent loops; more details are given later. Under this formulation and taking into account the optimization metric of the algorithm, we also define

$$U_m = WSR(V^m) + WSR(C^p), \quad (13)$$
$$U_p = WSR(C^m) + WSR(V^p). \quad (14)$$

The user conflict resolution is dictated by comparing $U_m$ and $U_p$. For instance, if $U_m \geq U_p$, the resolution goes in favor of the set $C^p$ and the alternative set $V^m$ becomes the new candidate set for the $m$-th beam. Moreover, the loop counter-measure $P^m$ is updated as $P^m = P^m \cup A^{m,p}$. Thus, this set keeps track of previous user conflicts and precludes forthcoming conflicts of the $m$-th beam with the already
resolved user conflict. In addition, the loop counter-measure \( P^p \) of the winner set is also updated by deleting the indexes of the conflicted users \( A_{m,p} \). If \( U_m \leq U_p \) the same process applies in favor of the set \( C^m \).

As example, Figure 12 illustrates the process of user conflict resolution. Alternative sets are proposed after encountering a user conflict, which will be resolved in favor of one of the sets. Unfortunately, the ad-hoc algorithm does not guarantee an optimal solution and, in fact, candidate solutions with better performance than the final output of the algorithm might be discarded in the user conflict resolution process. As a consequence, the algorithm also stores the discarded solutions if they do not present any user conflict. The final achieved solution from the algorithm will be compared against the best solution across the discarded pool, and the best solution in terms of weighted sum-rate will be selected.

Fig. 12: Example of user conflict settlement.

REFERENCES


